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IMINCE: an urrestricted fador-analysis-based program for assessng measurement invariance

Abstrad

This paper describes a Windows program for analyzing measurement invariance in two dfferent
popdations. Fador Analysis is a common way of assessng measurement invariance, and
restricted fador analysis is nowadays the most popdar method. However, applied reseachers
have usually found that the theoreticd advantages of restricted fador analysis do nd aways
apply in pradicd situations. For example, when the size of the participants smple is large, as
happens in Internet-based questionreires, the available software for restricted fador analysis
might fail to converge to a solution. Our program is based on umestricted fador analysis and
considers the three parameters that define fador invariance difficulties, discriminations and
residual variances. The statisticd significance of the tests to evaluate invarianceis obtained using

Boatstrap resampling procedures. A red example demonstrates the usefulnessof the program.



IMINCE: an urrestricted fador-analysis-based program for assessng measurement invariance

When we compare members of identifiable groups of individuals for their trait levels, we
must assume that the item and test scores that measure the traits have the same meaning in eath
group. Put more formally, this assumption means that the scores eaned by members of diff erent
groups are asumed to be on the same measurement scde (Drasgow, 1984. If this assumptionis
met, the item and test scores are comparable, and the test has ‘measurement invariance aaoss
the groups. According to the Sandards for Educational and Psychological Testing (1999, @art
I, the assesament of measurement invariance s criticd to soundtesting pradice and so, much

discusson and research has been devoted to thistopic (see eg. Reise, Widaman and Pugh, 1993.

Fador Analysis (FA) is one of the most common ways of assessng measurement
invariance. The onventional FA approadh for cheding this isaue involves comparing the
matrices of item-fador (or test-fador) regresson weights of the different groups (see eg.
Joreskog, 1971). However, this procedure only addresses one asped of invariance. The generd
FA modd asaumes that the regresson d an item (or test) score on the fador depends on three
parameters. (1) the intercept (i.e. difficulty); (2) the regresson weight or fador loading
(discrimination); and (3) the residual variance. Strictly spe&king, therefore, for two items (or test)
scores from two dfferent groups to be mmparable, the intercepts, the fador loadings and the
residual variances of this item (or test) must be invariant in bah groups. Meredith (1993 cdls
this condtion ‘strict fadorial invariance. Following Meredith’s terminadogy, invariance of the
fador loadings would be ‘partial fadorial invariance, whereas invariance in bah the intercepts

and fador loadings would be ‘strong fadorial invariance .

Historicdly, the FA asessnent of measurement invariance has been addressed from the
unrestricted (exploratory) FA model. However, acording to Reise et al. (1993, the restricted
(confirmatory) FA model is more often used navadays. Restricted FA has important theoreticd
advantages over unrestricted FA, mainly because: (1) it spedfies a structural model which can be
rigorously tested, and (2) by chocsing a suitable baseline model, we can asessdiff erent forms of

measurement invariance (partial, strong and strict) by means of hierarchicd tests.
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Applied reseachers, however, have foundthat the theoreticd advantages of restricted FA
do nd aways apply in pradicd cases. For example, the formal tests of fit used in this model rely
on asumptions that are difficult or impossble to fulfil when the variables to be analyzed are
item scores (e.g. the asumption that the variables are @wntinuows-unbouned). Furthermore, the
standard restricted model assumes that most of the variables are fadorialy pure (i.e. they only
load on one fador and have zero loading values in the remaining fadors). In red applicaions,
however, the items tend to have nortrivial secondary loadings on aher fadors. As sme aithors
noted (Church and Burke, 1994 McCrag Zonderman, Costa, Bond and Pauoren, 1996,
unrestricted FA-based procedures might be more gpropriate than the restricted FA approad in
most red applications, espedaly in large multidimensional solutions that do nd approach very
simple structures. In addition, when the size of the studied sample is large, the avail able software
for restricted FA might fail to converge to a solution. Large participant samples are usually
obtained, for example, when it is obtained in Internet- based questionraires (seg for example,
Pasveea and Ellrad, 1998 Buchanan and Smith, 1999 Joinson, 1999.

Because the conventional unrestricted FA approad is mainly descriptive, an important
drawbadk of thismodel isthat dedasions are based onarbitrary rules of thumb. To overcome this,
severa more rigorous procedures have been proposed for assessng item (or test) invariance
when an urrestricted FA approad is used. Some of these procedures are inferential and provide
standard errors and test statistics, which gives more information and eliminates arbitrariness
However, the relevant procedures are scatered among several journas and, in general, thereis no
commercia software that implements sich procedures (the authors of these procedures usually
used ad-hoc routines). Furthermore, all the procedures we revised were only concerned with
partial invariance For these reasons we thought that applied reseachers might find wseful an
unrestricted FA-based general program that allows them to assess the different forms of
invariance (partial, strong and strict), and that incorporates a variety of inferential procedures

which are not avail able in commercia programs.

Procedures implemented in IMINCE

IMINCE (an aaonym of Item Measurement INvarianCE) is a program written in Visua C

6.0, and is designed to analyze measurement invariance in two popuations. Although the
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program is particularly suitable for analyses of item scores (either binary or Likert), it can also

analyze sums of item scores (parcds) and sets of test scores. In addition, IMINCE is a genera
purpcose program that can be used with any two-group comparison wsing a Cattell/ Cliff-type
Procrustes rotation to analyze whale scdes. Spedficdly, the following forms of invariance can
be ssxssd by IMINCE:

a) Invarianceof difficulties.

The program tests the general hypothesis that the vedor of variable means is the same in
the two popuations to be compared. This is dore using Hoteling's T-square and the
correspondng F-ratio. IMINCE also tests the mean differences variable by variable using the
univariate t-test. Because the mmparisons usudly invove large samples, the sizes of the
univariate dfed (Cohensd’) are dso reported.

b) Invarianceof discriminations (partia invariance).

The discrimination indexes (fador loadings) are computed from the @variance (or the
correlation) matrix using three optional methods: Principal Comporent Analysis, Unweighted
Least Squares fador analysis and Unrestricted Maximum Likelihood fador analysis. When the
model considers more than ore fador (or componrent), the solution is rotated to show smple
structure using Normali zed Varimax (Kaiser, 1958 to help the substantive interpretation d the
fador solution, and Procrustes (Cliff, 1969 to alow congruence anong samples. To test
invariance of discrimination indexes, three kinds of tests are implemented in IMINCE: fador
congruence, fador discrepancy and approximate anfidence intervals for fador loadings. To
estimate the discrimination indexes in caegoricd data, the program alows the so-cdled
‘heuristic gpproad’. This approach consists of (1) computing the matrix of poychoric
correlations between caegoricd items (tetrachoric correlations in the binary case), and (2)
analyzing this matrix by Unweighted Least Squares fador analysis. This approad is smple,

deds with large numbers of items and gives smilar results to the more theoreticdly correa

approad.



Chan, Ho, Leung, Chan & Yung (1999 propased a Bootstrap method to evaluate facor
invariance in terms of congruence of variables, fadors and the overall |oading matrix. The
method consists of five steps: (1) one sample is taken as the target and ore & the replicaion; (2)
the fador solution from the replicaion sample is rotated against the target using orthogonal
Procrustes rotation (Cliff, 1969; (3) empiricd congruence indexes between samples are
cdculated; (4) criticd values a a are obtained by Boatstrap resampling; and (5), the observed
congruence indices are cmpared to the aiticd values at o, and considered as non-statisticaly

significant if they are small er than the aiticd value.

Discrepancy of variables, fadors and owerall | oading matrices are evaluated using a simil ar
method. However, the index is based on least-squares measures of fit. In ou program, we
generalized the overall index propased by Raykov & Little (1999, so that it is aso used for the
variables and the fadors (as Chang et al., 1999, ad for the congruence index). The discrepancy
indexes are cmmpared to the aiticd values at o, and considered as non-statisticaly significant if

they are larger than the aiticd value.

At the variable level IMINCE aso computes approximate wnfidence intervals for fador
loadings. These ae bias-correded percentile intervals obtained from a Bootstrap resampling
process(for details elLambert, Wildt and Durand, 199). Non-overlapping confidenceintervals
suggest that a particular variable & a measure of a given fador is not invariant over the two

popuations of interest.

To compute dl the indexes, the user must determine the number of Bootstrap replicaions
from the [500, 5,000 range, and can dedde between a 90% or a 95% criticd value. It must be
noted that usually 1,000samples are usualy recommended in Boatstrap methods (e.g., Efron &
Tibshiriani, 1993.

¢) Invarianceof residual variances.

This form of invariance is assessd variable by variable using bias-correded percentile

intervals obtained from a Boatstrap resampling process Boatstrap resamples are dso drawn from
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the [500;, 5,00Q range, and either 90% or 95% approximate mnfidence intervals are computed.

Nonowerlapping intervals suggest that the residual variances of a particular variable ae not

invariant over the popuations that are compared.

Inpu and Output

The inpu and ouput of IMINCE is illustrated using an empiricd example. Thisis a 10-
item Spanish anxiety questionraire developed by us that uses a 5-paint Likert format. The
guestionraire was administered to a sample of 707 women and a second sample of 335 men. We
aimed to assessthe item measurement invariance in the @rrespondng popuations. A mode of

two fadors was expeded, and the largest sample was taken as the target sample.

The inpu consists of two ASCII format fil es containing participants scores, the number of
participants in ead sample, and the number of fadors expeded in the popdation. IMINCE
default configuration consists of Unweighted Least Squares fador analysis of the cvariance
matrices, 1,000 Boatstrap samples, and 936 approximate nfidence intervals. We used

Principal Comporent Analysis of the mvariance matrices and 5,000Boatstrap samples.

The Output consists of (@) item difficulties, item discriminations and item residual
variances for eat sample, and (b) the overal, fador and item fit indices described above. Even
if the default configuration defines a detailed ouput, the user can configure the statistics and
indices to be reported, that is, stored in the ASCII format file “OUPUT.TXT”. The main results
areshowninTables1, 2and 3

a) Invariance of item difficulties: Hotelling's T-square and urivariate t-tests suggest significant
differences (see Table 1). However, Cohens d' statistic, which is perhaps more gpropriate
becaise the wmparisons invaved large samples, suggests that there ae no substantia

diff erences between popuations.
[PLEASE INCLUDE TABLE 1 AROUND HERE]

b) Invariance of item discriminations. the gproximate wnfidence intervals for fador loadings
show overlapping for al the loadings between the popuations. However, at the item level
there ae significant differencesin the congruence oefficient of item 1 and in the discrepancy

coefficient of item 8 (seeTable 2). Becaise of these significant differences at the item level,



there ae dso significant differencesin the overall congruence and dscrepancy indices.
[PLEASE INCLUDE TABLE 2 AROUND HERE]

¢) Invariance of residual variances. the overlapping intervals of al items suggest that the

residual variances of items are invariant over the popuations compared (seeTable 3).
[PLEASE INCLUDE TABLE 3 AROUND HERE]

In asecmndanalysis, we omitted items 1 and 8.Withou these two items, IMINCE reported
perfed invariance of item difficulties, discriminations and variances. The conclusion d our study
was drict fador invariancefor items 2, 3, 4, 5, 6/, 9and 1Q and nofador invariance for items
land 8.

Limitations

We implemented IMINCE for a PC computer using the WINDOWS 9598/ NT operative
system. The program uses al the extended RAM memory available in the computer, and the
matrices are defined duing the exeaution d the program. This means that there is no clea limit to
the maximum number of items that can be anayzed: this depends on the daraderistics of the
computer that carries out the analyses. The main limitation d IMINCE is the time nealed for
computing, espedally when alarger number of Boatstrap samplesis defined. The examplein this
paper, which in fad involved large samples, was performed on a Pentium Ill at 866GVihz and
64MB RAM computer. For 5,000 Boatstrap samples, IMINCE needed six minutes and fifteen
sewnds. However, this time was thirty-nine seconds for 500 Bootstrap samples. When
computing paychoric correlation matrices with the standard computers avail able, the anaysis
can take aredly long time. For 5,000 Boatstrap samples and polycharic correlations, IMINCE
nealed two hous and twenty-threeminutes. In the not-too-distant future, most computers will be

ableto ded easily with thisanalysis.

Program avail ability

A copy of the software, a demo, and a shart manua can be oltained a no charge by e-mail

(uls@fcep.urv.es).
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Tablel1
Item difficulties, unvariate t-tests and Cohen’s d statistic

Item Target Replicaion Student'st Effed Size
number sample sample (Cohensd's)
1 3.42 3.13 4.51** 0.30
2 3.42 3.04 5.25** 0.35
3 3.84 3.82 0.28 0.02
4 2.45 2.42 0.40 0.03
5 2.06 2.12 -0.85 -0.06
6 2.55 2.68 -1.87 -0.12
7 3.07 2.78 3.09** 0.20
8 2.71 2.86 -1.94 -0.13
9 2.88 2.94 -0.72 -0.05

10 2.78 2.73 0.66 0.04

** Significant differences



Table2
Overadl fit congruence and dscrepancy indices per item

[tem
number Congruencevalues Discrepancy values
Observed  Criticd value Observed Criticd value &
at apha =0.05 alpha =0.05
1 0.840** 0.872 0.049 0.055
2 0.607 0.582 0.070 0.092
3 0.993 0.979 0.005 0.026
4 0.991 0.987 0.012 0.025
5 0.974 0.959 0.036 0.058
6 0.992 0.989 0.014 0.020
7 0.998 0.995 0.017 0.035
8 0.992 0.986 0.035** 0.027
9 0.994 0.987 0.009 0.031
10 0.999 0.957 0.018 0.060

** Significant differences



Bias-correded percentile intervals of residual variances per item

Table3

Item number Target sample Repli cation sample
1 (0.621 0.789 (0.764 1.089
2 (0.9431.179 (0.948 1.249
3 (0.478 0.629 (0.476 0.679
4 (0.3950.518 (0.462 0.687
5 (0.768 0.999 (0.693 1.113
6 (0.379 0.499 (0.36Q 0.559
7 (0.087 0.695 (0.175 0.680
8 (0.46Q 0.707 (0.376 0.680
9 (0.458 0.91) (0.467, 0.979
10 (0.863 1.159 (0.74Q 1.070
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